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Abstract 
Interest in regional socio-economic analysis has grown in the last decade. Various tools 

are used to visualize its results. One of them is the dendrogram. However, there is no 
generalization of the experience of using dendrograms to display the sequence of combining 
regions into socio-economic clusters in world science. Therefore, the goal of our study was to 
generalize such experience with an emphasis on the interpretation and verification of 
dendrograms. Based on eight bibliographic databases using a special semantic search 
algorithm, more than eighty journal articles published around the world in the last two 
decades have been identified. These articles contain one hundred and thirty dendrograms. 
Their analysis showed that the main purpose of tree diagrams is to fix the sequence of 
combining regions into clusters and to substantiate the number of clusters. Two new types of 
interpretation of dendrograms are proposed – the allocation of nuclei in clusters and the 
determination of the level of socio-economic cohesion of clusters. To test the validity of 
determining the number of clusters, the author's algorithm for identifying the optimal 
clustering option is proposed, based on the idea of the complexity of the tree in graph theory. 
The ten main problems of visualizing the results of regional socio-economic analysis using 
dendrograms are listed.  

Keywords: regional economy, regional analysis, hierarchical cluster analysis, regional 
economic convergence, socio-economic regionalization, dendrogram, interpretation, 
verification. 

 

1. Introduction 
Regional socio-economic analysis is aimed at studying the functioning (interaction) of the 

administrative-territorial divisions of a state (parts of a state; sometimes administrative units 
of several states) to manage the socio-economic development of regions and substantiate 
regional economic policy. According to the set of estimated parameters and methods used, 
socio-economic analysis at the regional level differs somewhat from the same analysis at the 
local (within a locality), international (several states) and global (all states) levels [1–5]. If we 
operate with the number of articles published annually in scientific journals around the 
world, then in the 21st century there is an increase in interest in the problems of regional 
socio-economic analysis (Fig. 1). The results of such an analysis are visualized mainly using a 
cartographic scheme (a simplified geographical map that displays only the borders of 
regions). Interactive online mapping tools [6], cartogram series [7], cartograms in 
combination with self-organizing maps [8], cartodiagrams and anamorphosis maps [9] are 
used to visualize the identified interregional socio-economic differences much less often. 
Additionally, we can note such a rare method of visualization as clustergram [10]. When 
displaying the results of socio-economic clustering of regions, cartograms are also used, but 
in hierarchical cluster analysis (as opposed to non-hierarchical), the cartogram is 
supplemented or replaced by a dendrogram (tree diagram), which records the sequence of 
combining regions into groups (clusters). The dendrogram is used not only to visualize the 
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results of cluster analysis, but also the economic convergence of regions [11, 12] and socio-
economic regionalization [13, 14]. 

 

 
Fig. 1. Change in the annual number of articles on regional socio-economic analysis published 

in scientific journals around the world in 2001–2020 (according to Scopus; April 15, 2021) 
 
In some scientific areas, the experience of using dendrograms to visualize research results 

has already been generalized (for example, in bioinformatics [15], plant breeding [16] and in 
studying the functional diversity of ecosystems [17]). However, such generalizations were not 
made in the regional economy. Therefore, the purpose of our study was to generalize the 
world experience of using dendrograms to visualize the results of regional socio-economic 
analysis. To achieve this goal, it was necessary to solve the following tasks: to identify the 
world array of publications on the subject under consideration; to extract a lot of 
dendrograms from it; to determine the general characteristics of the identified tree diagrams; 
to understand existing and outline promising ways of interpreting dendrograms; to diagnose 
the dendrograms used and propose new algorithms for verifying dendrograms. When 
implementing the tasks, the following restrictions were used: clustering of regions was 
analyzed (there is also clustering of features); a dendrogram was considered without its 
dependence on the similarity matrix or differences of regions in the feature space (in most 
publications there are no such matrices); the sequence of combining regions into groups was 
taken into account, regardless of the chosen similarity measure and clustering method (not 
all publications contain them); an agglomerative scheme for obtaining clusters (combining 
individual regions into groups) was discussed, since the divisional scheme (dividing all 
regions into groups) was not widespread in the regional economy; the sequence of combining 
regions in the space of economic or socio-economic characteristics was studied (without 
clustering regions based solely on social characteristics, which goes beyond the regional 
economy). The extraction of specific representations for machine learning from dendrograms 
[18] turned out to be outside of our research, since this promising direction relates to the 
problems of using artificial intelligence algorithms in the regional economy [19] and requires 
separate consideration.  

2. Materials and Methods 
When solving the first task, only journal articles were considered, since all texts with 

illustrations can be obtained from them, and not everything is available for other types of 
scientific publications – monographs, collections of articles and conference materials. 
Therefore, our conclusions relate only to the array of articles published in scientific journals 
around the world. The last twenty years (2001–2020) were chosen as a chronological 
limitation. Before that, articles on the subject under consideration were almost not published. 



To identify articles with dendrograms related to regional socio-economic analysis, one 
domestic and seven international bibliographic databases were used (eLibrary.RU Scientific 
Electronic Library, Springer, Wiley, Elsevier and SAGE Publishers, Web of Science, Scopus 
and IDEAS databases). These databases contain the search for the necessary publications by 
keywords. However, such a search has many disadvantages. For example, using the keyword 
“regional socio-economic dendrogram” in the Scopus database, we managed to find only one 
article dedicated to the sustainable development of rural areas. 

Therefore, to find the desired articles, a “Self-Organizing System for Publications’ 
Searching on a Given Topic in a Bibliographic Database” [19] was used, which is a machine 
learning algorithm with a constant expansion of the semantic field. This algorithm was 
applied to each of the eight databases in an iterative mode: a semantic field identified in one 
database was applied and expanded in the next database, after which there was a return to 
the previous database for additional search of articles using the extended field. This happened 
until the size of the semantic field stabilized. A limitation of the algorithm is the selection of 
publications only in Cyrillic and Latin. Therefore, scientific articles using a different alphabet 
(for example, Chinese or Arabic) were left out of our analysis. Another limitation was the use 
of only eight databases, which cover most, but not all articles in the world. 

Extraction of dendrograms from the identified articles (the second task) does not present 
any difficulty, except for the quality of illustrations, which is not equally high in all journals. 
When solving the remaining three tasks, dendrograms, texts of articles with their description, 
as well as author's developments on generalization, interpretation and verification of socio-
economic regionalization schemes [14] were used. 

3. Results and Discussion 
The application of the semantic search algorithm [19] allowed us to find 81 journal 

articles on regional socio-economic analysis using dendrograms of combining territorial units 
into groups (clusters, convergence clubs, districts). These articles were distributed among 73 
journals. Most of the articles (three) were published in “European Journal of Operational 
Research”. When fixing the annual number of articles, there was a consistent (with 
fluctuations) increase in publication activity by the end of the period under review (Fig. 2), as 
a result of which about half of all articles accounted for the last four years (42 out of 81). At 
the same time, the share of publications in economic journals was less than 30%. Most of the 
articles contained one (60 publications) or two (16) figures, and each figure contained one 
(98 cases), two (3), three (4), four (2) or six (1) tree diagrams. As a result, 130 dendrograms 
were identified. 

 

 
Fig. 2. Change in the annual number of articles with visualization of the results of regional 

socio-economic analysis using dendrograms published in economic (1) and other (2) scientific 
journals around the world in 2001–2020 (compiled by the author) 



 
The main purpose of the dendrogram as a visualizer of the results of regional socio-

economic analysis was to display the sequence of combining regions into groups according to 
given characteristics (Fig. 3) and to confirm the validity of the choice of the number of 
groups. The vast majority of the analyzed articles used both functions, but in 5 articles the 
tree diagram was used only to demonstrate the grouping of regions. Territorial units were 
compared with each other by one (most often the gross regional product per capita was 
estimated) or several characteristics. In the second case, the magnitude of similarity or 
difference between each pair of regions was calculated (preference was given to the Euclidean 
distance). On the basis of these distances, the regions were grouped into groups using various 
methods. Unfortunately, for 72 dendrograms, the method is either not specified, or a 
reference was given to standard software products that present several methods. Among the 
mentioned algorithms, the Ward’s method [20] dominated (36 dendrograms). 

 

 
Fig. 3. A conditional example of the sequence of combining regions (1–8) into groups  

depending on the interregional distance in the feature space (0 –1.0) 
 
The main visual difference between the dendrograms was manifested in the choice of the 

direction of tree structure convergence. There were five alternative directions: up (see Fig. 3), 
down, right, left or inside. The latter direction is associated with a circular (radial) 
dendrogram, in which the convergence is directed to the center of the circle (inside). In the 
analyzed array, preference was given to a graphical representation of the grouping of regions 
in two alternative directions (Fig. 4). 

 



 
Fig. 4. The number of dendrograms from journal articles on regional socio-economic  

analysis (2001–2020), where the sequence of combining regions into groups is graphically 
presented in different directions 

 
The last general characteristic of dendrograms (the third task) is the number of identified 

clusters. In the regional socio-economic analysis, regardless of the initial number of territorial 
units, four clusters were most often distinguished (Fig. 5). 

 

 
Fig. 5. The number of dendrograms with a different number of clusters (from 2 to 9)  

published in journal articles on regional socio-economic analysis (2001–2020) 
 
As a result of solving the fourth task of the study, it was found that in the regional socio-

economic analysis, the interpretation of dendrograms was reduced only to deciphering its two 
main functions – characterizing the sequence of combining regions into groups and 
confirming the validity of choosing a certain number of groups (clusters). At the same time, 
the characteristic of combining regions was to repeat what is already shown on the 
dendrogram – how one region was connected to another region at some step of grouping, and 
then a third region joined them, and so on. Such a description is not an interpretation, since it 



does not carry new information and does not interpret the results from the position of 
another concept (approach). In such a situation, two new types of interpretation of 
dendrograms can be proposed: the allocation of cores in clusters and the determination of the 
level of socio-economic cohesion of clusters. 

Based on the three rules for the allocation of cores in the types of territorial information 
and communication networks [21], it is possible to determine the cores according to the 
dendrogram of socio-economic analysis, understanding the core as a group of the most 
similar regions, to which the rest of the regions of the cluster under consideration join during 
the unification. At the same time, the smallest similarity or maximum distance is achieved at 
the last step of grouping, when all regions are combined into one cluster. The greatest 
similarity between regions is equal to one or zero distance. However, in the regional 
dimension of socio-economic processes, completely similar territorial units are rarely found 
[14]. Therefore, a certain amount of permissible similarity is established, not exceeding which 
the regions are considered the most similar. The justification of this value is the subject of a 
separate study. If we take into account the experience of the European Union on the 
economic convergence of regions [22], then this value is an acceptable deviation of 25% from 
the desired socio-economic situation. In relation to our problems, this is expressed in 75% 
similarity or 25% distance. The conditional example shows (see Fig. 3) that regions 3 and 5 
are grouped at a distance between them of 0.20, and the remaining regions are grouped at 
distances greater than 0.25. Let's say that in the conditional example, two clusters are 
allocated: regions 1, 2, 3, 5, 6 and regions 4, 7, 8. Then the first cluster will be single-core, and 
the second will be non-core. A multicore cluster is also possible when there are two or more 
groups formed with a similarity of at least 75% (a distance of no more than 25%). 

The identification of core-free, single-core and multi-core clusters gives a new meaning to 
the interpretation of the sequence of combining regions into groups. For example, when 
clustering 13 regions (peripheries) of Greece by 11 socio-economic indicators (the situation 
was assessed for three years – 1995, 2000 and 2007) [23], 5 clusters were identified (Fig. 6). 
If we take 25% of the maximum distance of 25 units, it turns out that the cores can only be 
formed at a distance of 6.25. In this case, the following interpretation can be obtained: one 
dual-core and four non-core clusters in 1995; three single-core and two non-core clusters in 
2000; one dual-core, one single-core and three non-core clusters in 2007. When the 
requirements for the minimum allowable distance are tightened to 10% (distance of 2.5 for 
this case), a different interpretation is obtained: one single-core and four non-core clusters in 
1995; one dual-core, one single-core and three non-core clusters in 2000; one dual-core and 
four non-core clusters in 2007. The choice of 25%, 10% or other maximum permissible 
distance depends on the specifics of the socio-economic situation in Greece and requires 
appropriate justification. Therefore, the distances of 6.25 and 2.5 units are given only as an 
illustration of the possibility of identifying cores. Examples of cluster allocation at smaller 
distances in the socio-economic regionalization of Sierra Nevada (Spain) [24] and business 
clustering of Romania’s districts [25] serve as confirmation of the impossibility of applying a 
single permissible distance (up to 25% of the maximum) to all dendrograms. Therefore, in 
each specific case, it is necessary to justify not only the choice of the measure of similarity of 
regions and the method of cluster analysis, but also the permissible similarity (difference). 

 



 
Fig. 6. Socio-economic clustering of Greek regions with a sequential increase in the 

interregional distance in the feature space from 0 to 25 units (1995, 2000 and 2007) [23] 
Regions: 1 – Eastern Macedonia and Thrace, 2 – Central Macedonia, 3 – Western Macedonia, 

4 – Epirus, 5 – Thessaly, 6 – Ionian Islands, 7 – Western Greece, 8 – Central Greece,  
9 – Attica, 10 – Peloponnese, 11 – Northern Aegean Islands, 12 – Southern Aegean Islands,  

13 – Crete. 
 



Determining the level of cluster cohesion based on socio-economic characteristics can 
also be based on the maximum allowable distance. Here, the interpretation is related to 
understanding how heterogeneous (homogeneous) the resulting clusters are. This can be 
judged by the distance at which the line of “cutting” the dendrogram into clusters passes. If in 
our conditional example (see Fig. 3) two clusters are allocated, then the dendrogram is cut at 
a distance of 0.8. This value can be estimated taking into account the maximum allowable 
distance: at 25%, the entire interval (0–100%) is divided into four quartiles. The conditional 
example falls into the last (fourth) quartile. For comparison, 5 clusters of Greek regions (see 
Fig. 6) are characterized by the second quartile, which indicates their higher cohesion in 
relation to the conditional example. Instead of quartiles, you can compare dendrograms along 
the cutting line. Relative values of similarity or difference should be used only to ensure 
comparison. Comparing the level of regional cohesion obtained during the analysis with the 
same level in the control example opens up new possibilities of interpretation. 

The last and rarely encountered type of interpretation of the sequence of combining 
territories occurs in the case of appearance of an “outlier” (a separate region that is so unlike 
other regions that it is not considered a cluster). Therefore, such a region is excluded from 
clustering as “information noise”. However, from an epistemological point of view, the 
analysis of integral territorial formations should not contain exceptions [14]. The existence of 
very specific regions as clusters allows us to interpret the result of grouping as an unbalanced 
system, and ignoring these regions leads to the appearance of “white spots” in the studied 
territory, which distorts the real socio-economic situation. It is on this issue that the 
distinction between domestic and foreign regional analysis is made. In some Russian studies, 
the assumed outliers are removed a priori (before clustering), and in foreign studies this 
happens posteriori (after clustering). For example, the city of Moscow [26, 27] or Moscow 
together with the Moscow Region [28] are excluded from the Central Federal District, and the 
Chechen Republic is excluded from the North Caucasus District [29]. Abroad, for example, 
the Aosta Valley Region was not considered a separate cluster in the economic convergence of 
Italian regions [30], and Qinghai Province was excluded from the American study of social 
security regimes in China [31].  

Another interpretation of dendrograms is related to determining the optimal number of 
clusters. This can be done on the basis of a matrix of similarities (differences) between 
regions according to specified characteristics (indicators, parameters), which allows us to 
calculate clustering efficiency indices (for example, the Caliński-Harabasz index [32, 33]). In 
addition, it is possible to make a comparison with a geographical map (preference is given to 
the option in which the regions within each cluster are neighbors [34]) or to conduct a visual 
analysis of the dendrogram. In the world array of articles on regional socio-economic 
analysis, the marked matrices are rarely given, and the requirement of geographical 
compactness of clusters applies only to regionalization. Therefore, in our study, we will limit 
ourselves to visual analysis.  

The procedure of visual analysis is quite subjective and can manifest itself in the choice of 
the number of clusters, for example, according to “our understanding of the peculiarities of 
the Indian states” [35] or “the possibility of economic interpretation” [36]. However, in most 
cases, the dendrogram was cut along its longest segments without combining the regions into 
groups. In the case of grouping of the Greek peripheries (see Fig. 6) the cutting was carried 
out approximately at a distance of 10 units from the initial state. For 1995, the interval 
between the formation of the first cluster (regions 1, 2, 4, 5, 6, 7, 10, 11 and 13) and the union 
of regions 3 and 8 is indeed the longest, and for 2000 and 2007 the maximum distance 
without associations falls on the next segment, where four clusters are observed instead of the 
declared five groups. If we turn to the conditional example (see Fig. 3), then all the segments 
there are the same (0.20 units of distance each). These examples indicate that the selection of 
the longest segment on the dendrogram is not always carried out correctly or does not allow 
you to select the maximum segment. Therefore, a heuristic algorithm is needed that 
formalizes intuitive ideas about visualizing the optimal number of clusters. 



Another type of interpretation of the number of clusters is associated with the 
incompleteness of the study. In most publications, the determination of the optimal number 
of regional groups completes the study (followed only by the characteristics of the selected 
clusters). However, in several cases, hierarchical cluster analysis was used to justify the 
number of groups in the subsequent non-hierarchical grouping of regions into clusters using 
the k-means method [37–39]. In such cases, it was interpreted not the distribution of regions 
by clusters, but only the number of clusters in a hierarchical grouping, which was sometimes 
interpreted as excessive for a non-hierarchical association [37]. 

In almost all the identified articles, the number and composition of clusters were 
determined by rectilinear cutting of the dendrogram. However, in one case, a curved cutting 
was observed, leading to an incorrect interpretation of the number of clusters. When studying 
the cyclical nature of regional housing prices in the United States, the possibility of the 
existence of 4 clusters was established (according to the dendrogram). However, the authors 
then decided to divide one large cluster into two sub-clusters on the grounds that this “allows 
us to highlight interesting details concerning the geographical distribution of housing price 
cycles” [40]. As a result, the dendrogram was cut along a curved line, and the subclusters 
were considered on a par with the remaining three clusters. It is not clear why the choice of 5 
clusters was not made immediately (this can be done according to the dendrogram), but it 
was necessary to go to a four-cluster solution and then only within the first cluster to return 
to the option of grouping territories according to a five-cluster solution. 

Dendrograms can be used not only to interpret the sequence of combining regions into 
clusters and choosing the optimal number of clusters, but also to verify the results of regional 
socio-economic analysis. Since one of the main results of such an analysis is the unification of 
territories into groups (clusters, convergence clubs, districts), it is first necessary to check the 
validity of such an association. At the same time, we will operate only with dendrograms as a 
visualizer for combining regions (as noted above, it is not possible to use matrices of 
similarity or difference of territories, since they are not given in most articles). 

One of the most common ways to verify the results of grouping regions is associated with 
determining the optimal number of clusters using an alternative algorithm. This point of view 
is shared by many researchers in the field of regional analysis [32, 34, 36, 39, 41–46]. 
However, the algorithms they use cannot be called “alternative”. For example, it was 
proposed to divide all the features (variables) into two groups and use the Ward’s method to 
first cluster the Greek regions according to the first group of features, and then compare the 
results with the clustering of the same regions according to both groups of features [41]; to 
look at the differences between the groupings of Croatian districts by absolute and relative 
indicators [42]; to compare the groups of territories according to the regional index of 
information and communication technologies development obtained by applying the Ward’s 
method and the complete linkage method [39]; to compare the groupings of Italian regions 
according to the trends of employment of disabled people obtained by three methods 
(complete, single and average linkage methods) [32], or the unification of Bangladesh cities 
as a result of using four methods that differ only in the criterion of joining the region to the 
group [43]; to compare geographical maps with the unification of French municipalities by 
socio-economic distance between them and their association taking into account the 
geographical distance between neighbors [34]. In the examples given, the algorithms were of 
the same type (the same source matrix or its variant), which allowed us to evaluate only some 
differences. Therefore, to verify the results of a regional analysis, it is advisable to use a 
method that is in no way related to the procedures of this analysis. Such an “independent” 
algorithm, which was not used in the identified array of articles, can be a heuristic method for 
determining the most complex tier of the forest in socio-economic regionalization [14]. 

The general structure of the alternative algorithm can be represented as the following 
sequence of actions: the tested dendrogram is transformed into a grouping tree; the absolute 
and relative values of the complexity of each tier of the forest (the step of grouping regions) 
are calculated; the most complex tier (clustering option) is selected and compared with the 



cluster solution being tested. To visualize the choice of the optimal number of clusters, the 
original dendrogram is transformed into one of its varieties – a grouping tree in which the 
vertices are connected by edges without forming loops (cycles, closed contours). In our 
conditional example (see Fig. 3) we can distinguish 5 grouping steps (one step is equal to 0.20 
units of distance), leading, respectively, to five options for combining 8 regions into 7, 6, 4, 2 
and 1 cluster (Fig. 7). The latter option covers all regions and in this sense is not a cluster 
solution. There are four options left, among which it is necessary to choose the optimal 
solution.  

 

 
Fig. 7. Grouping tree corresponding to the dendrogram of the conditional example (see Fig. 3) 

 
When choosing the optimal variant of socio-economic regionalization, the best 

correlation is sought between the requirements of maximum homogeneity of groups of 
neighboring regions and the minimum number of such groups [47, 48]. If each region is 
unique (the most common situation in regional analysis [14]), then the maximum 
homogeneity of groups of regions is achieved only in the initial situation (the number of 
groups or clusters corresponds to the number of regions). The subsequent unification of the 
regions reduces the homogeneity of the resulting groups, but allows you to get a small 
number of them, which is convenient for socio-economic management [1, 13, 14]. The 
problem is that these requirements contradict each other: maximizing uniformity leads to 
maximizing the number of groups or minimizing the number of groups leads to minimizing 
uniformity. Hence, the problem arises of finding some optimum at which a small number of 
groups is characterized by acceptable uniformity. The tree graph (grouping tree), reflecting 
the sequence of combining the largest number of regions into the smallest number of groups 
(clusters) in a minimum of steps, according to Yu.A. Schrader [49] is the most complex. The 
complexity of the tree can be estimated using the following recurrent formula [49]: 

𝜎(𝑥) = 𝛼𝛾 + ∑ 𝜎(𝑦), 

where 𝜎(𝑥) is the complexity of vertex 𝑥; 𝛼 is the number of edges coming down from 
vertex 𝑥; 𝛾 is the number of tree vertices; 𝛴𝜎(𝑦) is the total complexity of the vertices of the 
previous tier connected by edges to vertex 𝑥. According to this formula, the complexity of the 
entire grouping tree in our example (see Fig. 7) is 182 units (2×28+78+48). If there is not one 
tree, but a set of them (a forest), then the complexity of the forest 𝜎(𝐷) corresponds to the 
total complexity of the trees of this forest: 

𝜎(𝐷) = ∑ 𝜎(𝑥)

𝑟

𝑥=1

, 

where 𝑟 is the number of trees (clusters). So, in our example, the complexity of the forest 
after the first step (7 trees) was 18 units (2×3+2+2+2+2+2+2). 

To determine the relative complexity of forest 𝐶, it is necessary to correlate the absolute 
value with the maximum possible complexity [14]:    



𝐶 =
𝜎(𝐷)

𝜎(𝐷)𝑚𝑎𝑥
=

𝜎(𝐷)

𝑛(𝑛ℎ + 𝑘 + 1)
, 

where 𝐶 is the degree of complexity of the forest; ℎ is the number of tiers of the forest; 𝑛 is 
the number of regions; 𝑘 is the coefficient of connection with the number of tiers of the forest, 
determined by the recurrent rule (𝑘 = 0 for ℎ = 1, 𝑘𝑖 = 𝑘𝑖−1 + ℎ𝑖 for ℎ ≥ 2). According to the 
conditional example, the following values of 𝐶 were obtained for the first and subsequent 
tiers: 0.25; 0.24; 0.30; 0.38; 0.40. Discarding the last value, the fourth tier turned out to be 
the most difficult (combining 8 regions into 2 clusters). 

Based on the presented algorithm, it is possible to check the validity of determining the 
number of clusters from dendrograms from journal articles. Let's take as an example three 
dendrograms of clustering of the peripheries of Greece (see Fig. 6). We transform them into 
three grouping trees by entering a step of combining regions into clusters equal to one unit of 
distance (the minimum step according to the dendrogram). Then you will get 25 steps (tiers). 
Recall that in the corresponding article [23], 5 clusters were allocated. For 1995, the highest 
degree of complexity of the forest was achieved with a two-cluster solution (𝐶 = 0.2275), and 
the five-cluster solution (0.2032) was also inferior in complexity to the variant with three 
clusters (0.2094). In 2000, the identification of 5 clusters (𝐶 = 0.2041) was less difficult than 
the identification of four (0.2192), three (0.2255) and two (0.2327) clusters. By 2007, the 
five-cluster solution (𝐶 = 0.1857) was worse than grouping regions into four (0.1863), eight 
(0.189) and two (0.2056) clusters. Thus, the verification of three dendrograms using an 
alternative algorithm showed that 13 Greek regions are combined into two clusters, and not 
into five groups. 

We can check the other dendrograms in the same way. For example, 14 regions of the 
Czech Republic were grouped into two clusters according to socio-economic characteristics 
[50], but verification showed that this option (𝐶 = 0.3986) is significantly inferior to the 
three-cluster solution (0.6667). According to another example related to the identification of 
regional trends in the employment of disabled people in Italy [32], it was found that the 
authors’ association of 20 regions into two clusters (𝐶 = 0.1910) is optimal compared to the 
formation of three (0.1763) or four (0.1734) groups. When analyzing 16 regions of Poland 
according to labor market indicators in 2005 and 2014, 5 clusters were identified [51], but in 
both cases the grouping into 8 clusters is optimal: with a degree of complexity of 0.2132 
versus 0.1946 (5 clusters) in 2005 and 0.2059 versus 0.1620 in 2014. When grouping 32 
provinces of China by domestic investment [52], a three-cluster solution was obtained (𝐶 =
0.1198), which contradicted the optimal combination of these provinces into 8 clusters 
(0.3731). 

The examples given indicate contradictions in the choice of the optimal number of 
clusters. One of the reasons for the inefficiency of hierarchical cluster analysis is a non-
hierarchical result, which manifests itself in the selection of only one type of taxa. For 
example, in socio-economic regionalization, several hierarchically ordered taxa are identified 
– zone, subzone, province and district [14], each of which is characterized by an increase in 
the degree of complexity of forest 𝐶 compared to the previous and subsequent step of 
grouping. 

The examples given indicate contradictions in the choice of the optimal number of 
clusters. One of the reasons for the inefficiency of hierarchical cluster analysis is the non-
hierarchical result, which manifests itself in the allocation of only one type of taxa. For 
example, in socio-economic regionalization, several hierarchically ordered taxa are identified, 
such as a zone, a subzone, a province and a district [14]. In this case, each taxon is 
distinguished by an increase in the degree of complexity of forest 𝐶 compared to the previous 
and subsequent step of grouping. This approach can be extended to cluster analysis if, with a 
gradual decrease in the number of clusters, there are not one, but several “peaks” of 
magnitude 𝐶. The number of such peaks indicates the number of taxa. Then, for example, 
with three peaks corresponding to an increase in the degree of complexity from the first to the 



third peak, you can get a hierarchical result in the form of clusters (the third peak), sub-
clusters (the second peak) and groups (the first peak). It is advisable to call the taxon with the 
highest degree of complexity a “cluster”, and part of the cluster can be called a “sub-cluster”, 
“group” or “subgroup”. In this case, the cluster union can be called a “super-cluster”, 
“cohesion”, etc. An alternative to the hierarchical result can be a fuzzy cluster solution, when 
the cluster cores are allocated, and the remaining regions relate to each core with a different 
degree. In the analyzed array of articles, clustering of regions was carried out without taking 
into account the hierarchy of taxa and the theory of fuzzy sets. 

4. Conclusion 
The generalization of the world experience of using dendrograms to visualize the results 

of regional socio-economic analysis, carried out taking into account only journal articles over 
the past two decades, allowed us to identify the following problems: (1) rare use 
(dendrograms are found in about 1 out of 45 articles; see Fig. 1 and 2); (2) use only for 
displaying the sequence of combining regions into clusters and determining the number of 
clusters; (3) the absence of a divisional scheme for obtaining clusters (dividing the entire 
studied territory into clusters; such a division could be used to verify the results of combining 
regions into clusters or an agglomerative scheme); (4) an infrequent representation in the 
form of a radial dendrogram (see Fig. 4; enumeration of regions in a circle allows you to fix 
significantly more regions than enumeration by diameter, which is one of the sides in 
ordinary dendrograms, but this advantage was not used in many studies with a large number 
of regions, when instead of the sequence of combining regions into clusters, a truncated 
grouping of some sets of regions into clusters was given); (5) lack of ways to identify non-
core, single-core and multi-core clusters; (6) misunderstanding of the level of socio-economic 
cohesion of groups of regions; (7) ignoring abnormal regions (“outliers”); (8) subjectivity of 
visual selection of the optimal number of clusters; (9) lack of alternative clustering algorithms 
for verifying dendrograms; (10) non-hierarchical result of hierarchical cluster analysis. In our 
study, the first four problems are only listed, and for the remaining six problems, only the 
contours of future solutions are outlined. 
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